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1. SIMPLE SEARCH

* For most of our search functionality, we use the B–tree because it is one of the most efficient data structures to store and access data on disk and is designed to be very scalable, used in many databases and filesystems.
* Currently, the minimum degree of the B–trees of our group is **15**. This number is chosen to be larger than **11.5**, the fifth root of **200000**. The reason is that there are about **200000** words in the English language and the average word length is **5.1**. So if we use a trie (a common data structure for searching), on average we will need **5.1** file reads for each search. Because on large scale it is the number of file reads that matter, to be able to beat the trie approach we would need less than **5.1** files reads for each search, for example **5**. So roughly, the minimum degree of each node would need to be at least the fifth root of **200000**. To be safe, we pick **15**.
* There may be more sophisticated ways to pick the minimum degree.

1. **CONSTRUCTING THE B–TREE**
2. **Original way**

* We construct the B–tree based on the algorithms in “Introduction to Algorithms” by Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Clifford Stein.
* The B–tree is stored and used in disk. That is, we do not reconstruct it each time we use it and write it to disk again after we are finished but instead each time we only read and write the nodes we need.
* Each node has an index that is given to it when it is created by an increasing int **curInd**.
* Originally, each node is written to a separate file, whose name is the same as the node’s index. The downside is that even if we set the minimum degree of the B–tree to 50, each node’s file will only use about 10% of the minimum file size so on average we only really need 10% of the disk space we use, which is very wasteful.

1. **Improvement**

* We improve this by putting the entire B–tree into a single binary file. We still give each node an index as before but now we use the index in a slightly different way. Because the size of each node is fixed and we are writing to a binary file so the size of each node when written to the file is fixed. Therefore from the index of the node we can find its position in the file as **sizeOfNode \* index**.
* When the key or value is a string, to make sure that the size of the node when written to file stay constant, we use a structure **fixedStr** which is just a fixed sized string. The downside of this is when we read in a word that is longer than the size of **fixedStr** which is **32** in our case. Because a word may have arbitrary length so we cannot keep increasing the size of **fixedStr**.
* Therefore, one possible solution is that we do not insert the long word into our word B–tree and when we need to search for it, we use the suffix tree. Another solution is to add more character delimiters to split the long word, such as using the hyphen – and the slash / to separate <https://www.thesun.co.uk/news/6702779/spurs-owner-yacht-joined-by-travelex-founder-river-thames/> into multiple words.

1. **Storing word count**

* We store the word counts so that we do not have to open the news files again every time we search. Instead, we only open the word count file once and use it for multiple searches.
* Originally, we store the word counts of every word in every news file in a value file. We store this information using linked lists. Each linked list will contain the word counts of a word and each node in the linked list will contain the word count of the word in a news file. In the B–tree, in the node where the word is a **key**, the corresponding value will be the position of the head of the linked list containing the word counts of the word.
* So if we want to know the word count of a word in a news file, we look for that word as **key** in the B–tree, we use the corresponding value to jump to the head of the linked list and then we traverse the linked list until we reach the node corresponding to the news file.

1. **Storing word count and word positions**

* Again, we store the word positions so that we do not have to open the news files again.
* We still use the linked lists in part (A.I.3) but now, instead of just the word count, each node in the linked list will contain the word count and the word positions of the word in the news file.
* Each node will have a field called **tempValue**. When we insert the words of a news file into the B–tree, we do it in 2 times. The first time, we set the **tempValue** of each word we encounter to point to a position in a newly created temp file, where we keep track of how many times we have seen the word. The second time, we go through all the words of the file again. Because we know how many times a word appears in the news file, the first time we meet that word we can allocate just enough space for it in the value file and when we meet that word again we can continue filling in the word positions. This way we do not have to fill in all the word positions of a word before moving on to the next word.

1. **Problems and possible solutions**

* The problem with the above design is that stopwords appear very often and in almost every file. So when we insert a stopword of the 2000th file into the B–tree, we will have to traverse through 1999 nodes in its linked lists corresponding to the 1999 files it has appeared in, which makes it very slow. Our current solution is that we do not store information related to stopwords in the B–tree and we assume that stopwords appear in every news file, which is a somewhat reasonable assumption. And when we have found a news file to highlight, we simply go through that news file for the word count and word positions of stopwords.
* Of course, this assumption is not always right. So a possible improvement is to not store the word counts and word positions of a word as a linked list but as another B–tree. So we will have 2 layers of B–tree. To search for the word count and word positions of a word in a news file, in the first layer, we search for the word as key and the corresponding value will be the position of the root node of the B–tree containing the information related to the word. We look in this second B–tree for the news file as key and the corresponding value will be the position in the value file containing the word count and word positions of the word in the news file.
* This design is more complicated but it will be significantly faster, more scalable, and we will be able to deal with stopwords more properly.

**II. SEARCHING**

1. **Single word**

* To search for the news files a word appear in, we look in the B–tree for the word as key and the corresponding value is the position of the head of the word’s linked list in the value file. We traverse the linked list where each node is a news file the word appears in.
* To get the positions of the word in a news file, we stop at the node in the linked list corresponding to that news file and read in the word positions of the word in the news file.

1. **Minus sign (–)**

* To deal with the minus sign (–), we simply search for all the news files the word appears in and put in a bool array. Then we reverse the array, if **a[i] = true** then **a[i] = false** and vice versa. This way we can find the news files the word does not appear in and we can generalize this to not just a single word after the minus sign (–) but a complicated query surrounded by parentheses.

1. **Intitle**

* To search for the news files where the word is in the title, we first construct a file containing the paragraph positions of every text files. The procedure is similar to how we construct the wordPos file in part (C.II.3b). Then when we traverse the linked list of the word, at each node we read in the first position of the word in the news file. If this position is smaller than the starting position of the second paragraph of the news file than the word is in the title (paragraphs are separated by line feeds so the title can be considered to be a paragraph).

1. **Plus sign (+)**

* Like we have mentioned in part (A.I.5), we currently do not store information related to stopwords and we assume that stopwords appear in every file. When we highlight a news file, if there is the plus sign (+) before a stopword then we go through that news file to find the positions of the stopword. For further discussion, read part (A.I.5).

1. **Range**

* To search within a range of numbers, we have a separate B–tree that only holds numbers. We search recursively. For example to search for information related to numbers between 10 and 100 we set the current node to the root node. Every key in the current node between 10 and 100 will be returned. We then go to every child node of the current node that might be within the range one at a time and set that node as the current node. A child node that cannot fit the range is a node we know contains value smaller than **x** and **x** is smaller than **10** or larger than **x** and **x** is larger than **100**. (We can know from the key–child structure of the B–tree).

1. **Filetype, price, and hashtags**

* Because we only process .txt files, we do not support the filetype feature. But one possible way is to have a separate B–tree where the news file is the key and the file type is the value.
* We do not treat price and hashtags differently. We simply consider the **$** sign and the number after to be a word and the **#** and what comes after to be a word.

1. **Stopword**
2. **Idea:** load words into a btree whose node contains only the word itself as key. To check if a word is a stopword, we check for its existence in the tree and return a boolean.
3. **Implementation:**

* Create a txt file containing stopwords.
* Alter the btree node to only contain key
* Load stopwords into the tree, one by one.
* Store the current root node id for later retrievals.

1. **Synonym**
2. **Idea:** load words into a btree whose node contains the word as key and a kind of pointer pointing to a synonym data file to retrieve an array of synonyms.
3. **Implementation:**

* Download a free synonym data file at [http://lingucomponent.openoffice.org/MyThes–1.zip](http://lingucomponent.openoffice.org/MyThes-1.zip), we are only working with the file **th\_en\_US\_new.dat** .
* Re–process the data file into the format that we want:

![https://lh3.googleusercontent.com/J_avd15jZy-quEhjpJhUjrDgKnC-dFjLDzpN0whqbsvr4m8MwoWH3vJEJ9BBCIXUcIexG_YREyzoRAaqVeb49lpqBpGzp02eHYYFrw9Lw10EthB96G13HpvquYi-eFYiW-SD_dZv](data:image/png;base64,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)

Which can be interpreted as:

key|n (number of lines of synonym sets)

|set 1

|set 2

…

|set n

* Alter the basic btree node to contain the word as key for searching and an integer representing the position in the file to start reading in the synonyms.
* Store the current root node id for later retrievals.
* Use the returned synonyms as keywords for new queries.

1. FILE NUMBERING SYSTEM
2. **ORIGINAL WAY**

* Originally, we only worked on the news files of our group, whose addresses are of the form rootPath + “Group05NewsXX.txt” where rootPath is an adjustable string constant holding the address of the folder containing the news files and XX is a number from 00 to 99. We can see that the only thing that varies here is XX so to store the address of a file we only need to store an integer for XX and from the integer we can reconstruct the address of the file. And so every reference to a news file will be one single number. The benefit is that it is much simpler, faster and takes much less space to store and pass an integer around rather than a string.

1. **IMPROVEMENT**

* But we now need to process the files of other groups. One possible solution is that instead of using one single integer to refer to each file, we use two integers, one for the group number and one for the file number of the group. But the problem with this method is that it is not very general, and we can only process files whose addresses are of the form rootPath + “GroupXXNewsYY.txt”.
* So the solution of our group is that we construct a file numbering system with the help of a B-tree. Each time we insert a new file, we give it a number and from then on we only refer to that file by that number. We insert the file’s address into the B-tree with the file’s number as key and the file’s address as value. Then, when we need the file’s address, we search the B-tree for the file’s number as key and the corresponding value will be the file’s address.
* So now we can process files with arbitrary addresses and file’s names while internally, we still only need one integer to refer to each file.

1. PHRASES, WILDCARDS, AND UNKNOWN WORDS

* To deal with the problem of searching for an exact match of a phrase, including wildcards and unknown words, we use the suffix tree. We use this tree because according to our research, this tree is one of the most efficient ways to accomplish these tasks.

1. **PREPARING THE SUFFIX TREE**
2. **Suffix tree**

* Basically, a suffix tree of a string **T** is a trie that holds all the suffixes of the string. Each leaf node corresponding to a suffix will hold the starting position of that suffix in the string.
* This is useful because once you have constructed the suffix tree, to determine if a string **S** of length **m** is a substring of **T**, we need only walk down the suffix tree at most **m – 1** timesfor each character in **S**. This will give the correct answer because if **S** is a substring of **T** then **S** will be the prefix of a suffix of **T**. So if we have walked down **m** characters of **S** in the suffix tree then whatever suffix of **T** we can get by traversing down the suffix tree to the end will have **S** as the prefix. Therefore, **S** is a substring of **T**. And if we cannot walk down all **m** characters of **S** then **S** is not a prefix of any suffix of **T**. That is, **S** is not a substring of **T**.

1. **Constructing the suffix tree**

* Because we only accept the **256** ASCII characters for our suffix tree (because using a larger character set would require a lot more memory and will only be useful for few use cases) and we reserve the **`** character for a special purpose in the suffix tree, we process the news files to delete non–ASCII characters and **`** before we begin.
* To construct the suffix tree we use Ukkonen’s algorithm, a very efficient algorithm that can construct the suffix tree of a string of length n in **O(n)** whereas a naïve algorithm would need **O(n2)**. Our exact implementation is based on <https://www.geeksforgeeks.org/ukkonens–suffix–tree–construction–part–6/>, with a little bit of adjustment.

1. **Saving the suffix tree to disk**

* After constructing the suffix tree, we save it to disk so that we can reuse it later without having to reconstruct it.

1. **Original way**

* Originally, we save each node of the suffix tree to a file. Each node will be given an index – which is also the name of the node’s file – and instead of writing out the pointer to a child node, we write out that child node’s index, which is equivalent. We write out the tree recursively. At each node we first go through its children, giving them indexes and writing them to file, then we write the current node to file, replacing node pointers with node indexes.
* We write the root node’s index to a **metafile**.
* The downside of this method is that for each tree there will be about a thousand files corresponding to a thousand nodes but each file will need only about **10** bytes. But because the minimum file size of Windows is **4** kilobytes, each file will still take **4** kilobytes, meaning that we only really need less than 1% of the disk space we use, which is very wasteful.

1. **First improvement**

* Instead of writing each node to a file, we write all the nodes to one file. Instead of writing out a child node’s index, we now write out that child’s node position in the file. We also write out the tree recursively. At each node we first go through its children, writing each of them to the end of the file and storing their positions. We then write the current node to the end of the file, replacing node indexes with node positions in the file. We write the root node’s position to a metafile.
* The downside of this method is that it is still not efficient enough. For **2000** news file, there will be **2000** suffix tree files and each time we search for a phrase, we will have to open and close each of these **2000** files.

1. **Second improvement**

* We now write many suffix trees to one file. There is a const **numSTreeInFile** – the number of suffix trees in one file – which we can adjust. There is not much difference compared to part (C.I.3b). Instead of creating a new file for each suffix tree, we only create a new file when the current file has reached its limit. Otherwise, we just write the current suffix tree to the end of the file and each node still holds the positions of its children. We still write the position of the root node to a **metafile**.
* Because we number the news file that we load in increasing order, we can easily find which suffix tree file the suffix tree of a news file belong to by integer dividing it by **numSTreeInFile**. For example, if **numSTreeInFile = 10** then the suffix tree of news file **97** will be in the 97 / 10 = 9th suffix file.

1. **Deleting the suffix tree**

* We delete the tree recursively, similar to how we would delete a binary tree.

1. **SEARCHING**

* We use the suffix tree directly on the disk, reading only the nodes we need, not the entire tree every time we need to use the suffix tree.

1. **Searching for exact match of a phrase with no wildcards or unknown words**

* To determine if a string **S** of length **m** is in a news file **T**, we walk down the suffix tree of the news file corresponding to the characters of **S**. If we can walk down all **m** characters then **S** is in **T**, otherwise it is not.
* To search for all appearances of **S** in **T**, after we have walked down all **m** characters and arrived at a node, we traverse the descendants of the node and each time we reach a leaf node corresponding to a suffix of **T** that **S** is a substring of, the starting position of this suffix is also a starting position of **S**.

1. **Searching for exact match of a phrase with wildcards but no unknown words**

* Each word will look like this: **in\*red\*\*le**
* We search for positions of longest substrings of the word without \*, in this case “in”, “red”, and “le”. Then we subtract from these positions the starting positions of the corresponding substring in **S**.
* For example, “in” appears in **S** at 0 so if it appears in **T** at 1 and 3, we subtract by 0 to get 1 and 3; “red” appears in **S** at 3 so if it appears in **T** at 7 and 12, we subtract by 3 to get 4 and 9. Basically, what we are doing is that because we know this substring of the word appears at this position 7 then by subtracting the position of the substring in the word, we know the word might appears at this potential position 4.
* We look for the positions in **T** that qualifies for each substring of the word (by using an int array to count how many times a position is considered “potential” and choosing the positions that have the count equal to the number of substrings in the word).

1. **Searching for exact match of a phrase with wildcards and unknown words**
2. **Searching**

* The phrase essentially looks like this: **word1 word2 \* word3 \* word4…** where word1, word2,… might contain wildcards.
* We expand on the idea in part (C.II.2):
* We first differentiate between the two types of \*, the \* that stand between two delimiters stands for a word with varying length (the 1st \*), the other \* stands for a single character in a word (the 2nd \*). We search for positions of longest substrings of the word without the 1st \*, in this case word1 word2, word3, word4,… by using the method in part (C.II.2).
* Then, we change the positions from character position to word position.
* For example, the substring **word1** **word2** appears at the 50th character in the news file, corresponding to the 10th word in the news file. Then, like in part (C.II.2), we subtract by the word position of the substring in **S**. For example, the word position of **word1 word2** in **S** is 0 so we subtracts the word positions of **word1 word2** in T by 0, the word position of **word3** in **S** is 3 so we subtracts the word positions of **word3** in **T** by 3,… Then like in part (C.II.2), we look for the word positions in **T** that qualifies for each substring of the phrase. Then, we change these word positions back to character positions.

1. **Word position**

* To switch between character position and word position quickly, for each file we store the starting position of every word.
* Originally, we store the word positions of each news file in a separate file, with **– 1** at the end.
* The first improvement is to switch from text file to binary file with a word count of the file at the beginning. This way we can read in the information with two reads, one to read in the word count and one to read in the rest.
* The problem is that to search for a phrase in 2000 news files, we will have to open 2000 **wordPos** files. So the second improvement is to store the word position information of every news file into a single **wordPos** file. Each time we add a news file, we just write the word count and word positions of this news file at the end of the **wordPos** file. We will use a B–tree to find where the word positions of a news files is in the **wordPos** file, the key is the number of the news file and the value is the position in the **wordPos** file.

1. **POSSIBLE IMPROVEMENT**

* The suffix tree can be expanded so that \* does not mean just one but possibly multiple characters or multiple words. This will be more complicated and more likely to give incorrect results but probably closer to what the user needs. To make sure that it does not give too wrong results, we can limit the number of characters or words that \* means or give lower scores if \* contains too many characters or words.

1. HISTORY AND AUTOCOMPLETE

* In our CS163 final project, we use Radix Tree to store History and print on the screen the autocomplete–recommendation.

1. **DEFINITION**

* According to Wikipedia: “In computer science, a **radix tree** (also **radix trie** or **compact prefix tree**) is a data structure that represents a space–optimized trie in which each node that is the only child is merged with its parent.”

1. **STORAGE**

* A radix tree can have at most **r** children, where **r** in our project is **256** since it is the total ASCII code.
* Unlike in regular tries, edges can be labeled with **sequences of elements** as well as **single elements**. This makes radix trees much more efficient for small sets (especially if the strings are long) and for sets of strings that share long prefixes.
* Each Radix Tree node will consist of 3 elements:
* its **r** children pointers.
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* a boolean type parameter to indicate whether it is a “leaf node” or not
* remember that the word ‘leaf’ doesn’t indicate that this node doesn’t have any children but rather means it is the end of a string it stores. (But in our implementation, we add ` to the end of each word when we insert so no word will be a prefix of another word and a leaf node doesn’t have any children)
* Example: if you input “apple” and “apples”, our function will 1st rewrite the queries into “apple`” and “apples`” then insert them into the tree.

Here in the picture beside, you can see that whichever node contains **`** is the leaf node.

* One more important thing to remember is that the path of the root node is empty.

1. **USAGE**

(In the following comparisons, it is assumed that the queries are of length **k** and the data structure contains **n** members)

* Unlike balanced trees, radix trees permit lookup, insertion, and deletion in **O(k)** time rather than **O(log n)**. Even though this looks like a disadvantage since **k** ≥ **log n**, the worst–case for comparison of radix tree is only **O(k)** in total whereas that of other types of balances tree is **O(k\*log n)**.
* Even though the disadvantage of radix tree is that it can only be applied to strings of elements, it is suitable for our group’s storing purpose.
* Although we need to check whether the input word has already in the tree or not, we can merge the two functions SEARCH and INSERT into one function.

1. **Build tree**
2. **Original way**

* We will 1st check if the root is NULL; if it equals NULL, we will create a new node. Next, we will declare two variables **cur** – equals root – and **curPos­** – equals 0 to track the current letter in the string. Then, we will jump to a **while** loop that only ends when it complete the insertion or the **query** has already existed.
* In the **while** loop:
* If **curPos** equals the length of query – which means we has reached the end of the query and the query has already been inserted – we will escape the insertion function. Otherwise we 1st declared an integer **ind** that store the ASCII code of the character at **curPos** in the query.
* Next, if the child in **ind** is empty, we will declare that child a new node and store the substring in the child’s path. The substring goes from **curPos** to **query.length() – curPos**.
* If the child is not empty, we will store that child’s path into a string **tempStr**. We declared an integer **i** with value zero to track the current position of in **tempStr**. The **while** loop will go on, and the two integers **i** and **curPos** will increase until either reaches the end of one of the strings or the character within the two strings aren’t the same.
* If **i** equals **tempStr.length()**, we will continue the big **while** loop with **cur** now being its **ind** child. If **i** doesn’t equal **tempStr.length()**, we will declare **temp** as a temporary node to hold **cur–>child[ind]** and **cur->child[ind]** now is not that same node but rather a new node whose path stores a substring of **tempStr** from 0 to **i**. And path of **temp** which is the old **cur->child[ind]** now stores a substring of **tempStr** from **i** to the end.
* For better understanding, read the void **insertTree** function in Tree.cpp, line 662.

1. **File storage**

* The idea of storing the radix tree in one file is the same as storing the suffix tree.

1. **History and Auto–complete recommendation**

* We continue to check the path of each node until we reaches the end of the **query** or reaches the end of an actual ‘leaf’ node (means that this node has no children).
* If we reach the end of the **query**, we will call another function that traverses through all the remains children nodes and print to console when reaches a leaf node.
* If we reach the end of an actual ‘leaf’ node while still in the middle of **query** which means there is no string that satisfies and no recommendation is being printed.
* If the user chooses to search a query from history then we can instantly print out the results instead of calculating everything again.

1. OVERALL SEARCH PROCESS

* If the query does not exist in history then once we have entered the searching phase, we divide our overall searching process into 3 steps:

1. **FILE FILTERING**

* In the first step, we use the reverse Polish notation in combination with our functionalities to choose the news files that qualify for our query.

1. **FILE SCORING AND RANKING**

* In the second step, we score the news files that qualify. Our group’s current implementation is that the score of a paragraph in a file is equal to the square of the number of keywords in that paragraph divide by the length of the paragraph. That is, **((numKeyWord / paragraphLength) ^ 2).** The score of the news file will be the sum of the scores of the paragraphs.
* By dividing the number of keywords in a paragraph by the length of that paragraph, we are avoiding the cases where the paragraph is very long and therefore more likely to contain many keywords but the concentration is not very high. By squaring this quotient, we are focusing on the case where many keywords concentrate in one paragraph rather than spread out evenly over the entire news file, making it more likely that the keywords are related.
* We can adjust the formula further, changing the powers of the components. For example, the score of a paragraph can be **((numKeyWord ^ 2) / paragraphLength) ^ 3)**, depending on what we need.
* A weakness of the current design is that we are not taking the order of the keywords into account. For example, “big green apple” and “apple green big” is treated the same although they may mean different things. We can adjust the algorithm to take this into account. However, the current design is simple, and if we prioritize the number of keywords enough (raise to high enough power), our group believes the results will be about the same. The reason is that for normal queries, if a paragraph has a high enough concentration of the keywords then it will likely be relevant to the query, regardless of the order of the keywords.
* One possible improvement is to prioritize the paragraphs that contain a high number of different keywords instead of the same keyword repeated many times. Another possible improvement is to prioritize the news files that contain the keywords in the title, using intitle.
* After scoring the paragraphs, we pick out the news files with the highest scores to show to the users and the number of news files to show can be adjusted. The purpose of the history functionality is to instantly give us the news files to show to the users without calculating everything again.

1. **FILE HIGHLIGHTING**

* When the user chooses a file to highlight, we score it again and pick the paragraphs with the highest scores to highlight and print. Again the number of paragraphs to highlight and print can be adjusted.

1. (REVERSE) POLISH NOTATION

* In order to process the query, we use reverse Polish notation.

1. **DEFINITION**

* Reverse Polish notation (RPN) is a mathematical notation in which operators follow their operands, in contrast to Polish notation in which operators precede their operands. It does not need any parentheses as long as each operator has a fixed number of operands.
* The expression for adding the numbers 1 and 2 is written in reverse Polish notation as **1 2 +** (suf-fix), rather than as **1 + 2** (in-fix). In more complex expressions, the operators still follow their operands, but the operands may themselves be expressions including again operators and their operands. For instance, the expression that would be written in conventional infix notation as: **(5 − 6) × 7** can be written in reverse Polish notation as **5 6 – 7 x**.

1. **USAGE**

* In Computer Science, this notation is convenient for people to calculate the result of an expression by using Stack data structure. This is our implementation step-by-step:
* For example: **“Loc oppa” OR Chipu NOT TungMTP**.
* We get the sub step by step:

+ “Loc oppa” → expression = “Loc oppa”

+ OR → put OR into the stack

+ “Chipu” → expression = “Loc oppa” “Chipu”

+ NOT → take OR out of the stack, put NOT into the stack.

   Expression = “Loc oppa” “Chipu” OR

+ “TungMTP” → expression = “Loc oppa” “Chipu” OR “TungMTP”

+ Finally, the stack hasn’t been empty yet. Pop\_back + update expression until stack is empty

→ expression = “Loc oppa” “Chipu” OR “TungMTP” NOT

* By using an array index from 0 to 2500 (for this example we assume there are 2501 news files numbered from 0 to 2500), we highlight the files which satisfy our expression.
* “Loc oppa” → put an **array\_1[0..2500]**, with **array\_1[i] = 1**

if file i contains “Loc oppa” into the stack

* “Chipu” → put an **array\_2[0..2500]**, with **array\_2[i] = 1**

if file **i** contains “Loc” into the stack

* OR → take **array\_2** out of the stack. Update the **array\_1**

if **array\_1[i] == 1 || array\_2[i] ==1 then array\_1[i] = 1**

* “TungMTP” → put an **array\_3[0..2500]**, with **array\_3[i] = 1**

if file **i** contains “TungMTP” into the stack

* NOT → take array\_3 out of the stack. Update the array\_1

if  **!(array\_1[i] == 1 && array\_3[i] == 0) then array\_1[i] = 0**

* Finally, we use a loop from 0 to 2500 to check if **array\_1[i] == 1** (the files **i** that satisfy our expression)
* In our project, the operand is not limited to words or phrases but can also include number range, synonym, intitle,…

1. POSSIBLE GENERAL IMPROVEMENTS

* If on average the user will search several queries each time, we can load the first few levels of our trees into memory to speed up the process or load more and more as the number of queries increases.
* In general, the user does not care about upper/lowercase (Google is case–insensitive) so we should process everything in lowercase.
* Adjust number processing so that we can support searching for real numbers or numbers formatted with commas (1,000).

1. RUNNING TIME

* Here is the code we use to calculate the running time:

|  |
| --- |
| auto started = std::chrono::high\_resolution\_clock::now();  **// Do something here**  auto done = std::chrono::high\_resolution\_clock::now();  std::cout << std::chrono::duration\_cast<std::chrono::milliseconds>(done - started).count(); |

* After running our project, here is the running time for each case:

+ Search 1000 queries: **9302** ms

+ Search 1 query: **6** ms

+ Insert 1 group’s files: **8707** ms

+ Insert 1 file txt: **708** ms